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Abstract

The n-gram analysis technique breaks up a text document into several

n-character long unique grams, and produces a vector whose components

are the counts of these grams. A typical corpus contains hundreds of

thousands of such grams. Wavelet compression reduces the dimension of

the n-gram vectors, and speeds up document query operations. Docu-

ment vectors with their dimensions reduced to four components is readily

represented in a three dimensional volume.
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1 Introduction

Text documents are represented as multi-dimensional vectors in n-gram docu-
ment analysis technique. The document is broken down into unique grams. The
frequencies of these grams are used as the components of the vector representing
that document. A gram is a consecutive sequence of n characters that appear in
the document. The vector representation allows us to use the cosine of the angle

between the two vectors as a similarity measure between the two documents.
The use of wavelets have multiplied in recent years: signal processing, noise

reduction, image compression, to name a few. Here, we discuss the use of
wavelets to speed up the document queries. We also present a glyph-based
volume visualization of document clusters, and conclude by enumerating future
extensions to our approach.

2 n-gram and Wavelet Analysis of Documents

The n-gram analyzer breaks up a text document into several n-character long
grams. For instance, the word wavelet will form wavel, avele, etc., 5-grams.
The output of the analyzer is an n-gram vector whose components are the counts
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of these grams in that document. A document with m such unique grams has
a corresponding vector representation in m-dimensional vector space. Alterna-
tively, this vector can be viewed as a one-dimensional signal with m samples.
When converting a corpus of text �les to n-gram vectors, the analyzer con-
structs a centroid vector whose components are the averages of the gram counts
across the entire corpus [4]. We now brie
y describe how wavelet decomposition
can speed up the n-gram-based document similarity computations. A paper by
Strang [6] provides a more detailed introduction to wavelets.

A one-dimensional signal, such as the n-gram vector above, with m = 2j

samples is an element in a vector space V j [5]. For example, let the vector
space V 0 be the space of all constant functions over the interval [0; 1), and V 1

the space of all functions with two equal constant pieces. Similarly, V j is the
space of all functions with 2j equal constant pieces. This nested space V j is
essential to the multiresolution analysis (MRA) [3] of signals. The inner product
< u j v > = kukkvkcos� is typically used to determine the orthogonality of the
two vectors u and v. In our document analysis, u and v are the n-gram vectors
in the space V j. The cos� measures the similarity between the two documents.

The wavelet transform decomposes the input signal into a low frequency
smooth half and a high frequency detail half. At each level of decomposition,
we are able to reduce the e�ective size of the vector to half that of the previous
level by eliminating all the detail coe�cients from the similarity calculations.

When the document retrieval engine receives a user query, it calculates the
similarity between the query and every document in the corpus. The similarity
between the query q and the document d withm unique n-grams is calculated as
sim(q; d) =
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2 ]. The time to compute the three
m-iteration loops in the formula grows linearly with the number of grams and
with the number of documents in the corpus. It is common for large corpra to
contain hundreds of thousands of unique n-grams among tens of thousands of
documents. Repeated wavelet discompositions of the document vector from V j

to V j�k reduces the size of the vector to 1=2j�k of the original. The similarity
computation time is therefore reduced from m iterations per loop to m=2j�k.

In general, the accuracy of the similarity value decreases as the compression
level j increases. We may exploit the multi-resolution nature of wavelet de-
composition as follows. First, we calculate the similarities of the query against
the entire corpus at some high compression level. Though imprecise, this rough
comparison does narrow down the search �eld. We then perform �ne compar-
isons of the query against the new, but smaller, search set using the original
uncompressed vectors. This idea may be extended to the distributed corpra.
The brokers perform rough comparisons on compressed vectors to determine
the corpus in which the desired document may reside. The backend search
engine associated with that corpus then performs �ne comparisons on uncom-
pressed vectors to obtain the exact similarity values. We may further improve
the performance by gradually increasing the resolution. At each level, we com-
pute similarities with twice the resolution, but against a smaller search set than
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the previous level.

3 Visualization of Documents

We display document vectors in a three dimensional volume by reducing their
dimension to four components. It is not supperising that at such extreme com-
pression levels, the wavelet transform preserves little infomation of the docu-
ment that the resulting similarity values are virtually useless. However, these
four coe�cients are enough to cluster documents spatially.

We map the �rst three components to (x; y; z) position of a document glyph,
and the fourth to its color. A glyph is a three dimensional geometric object
that represents an entity. For instance, a small cube can indicate the position
of a document within the visualization volume. Similar documents are close
to each other in space, and share the same hue. Documents belonging to the
same topic form a cloud of certain color. By assigning the cube representing the
centroid a di�erent color, we can percieve the spatial relations of the document
clusters with respect to the central theme of the corpus. We can extend this
technique to eight dimensions (the next �ner resolution level) by mapping the
higher four dimensions to shape, size, opacity, and orientation of the glyph. But,
it quickly becomes di�cult to comprehand the full meaning of these attributes
as the number of dimensions grow [1].

Beshers and Feiner [1] describe a system that uses the Worlds within Worlds

metaphor to visualize interactively the multivariate functions. For anm-dimensional
function f(x1; x2; : : : ; xm), the �rst three parameters (x1; x2; x3) place the �rst
inner world within the outter world; the second set of parameters (x4; x5; x6)
place the second inner world within the �rst inner world; and, so on. The inner-
most world displays the function as a surface. There are a total of dm=3e worlds.
However, it appears that eight dimensions is at the limit of the usefulness of
this approach.

The 21
2
-dimensional surfaces employed by Worlds within Worlds technique

does not suite our needs due to the high number of dimensions in our data.
We can, however, extend it to full three-dimensional volume as follows. First,
scale the lengths of all the n-gram vectors by dividing them with the maximum
length, making the longest vector in the corpus a unit vector. Next, o�set
each vector component triplets from the previous set along the volume axes.
Finally, place a document glyph at the current o�set when there remains two
or less vector dimensions. Map the remaining dimensions to size and color of
the glyph. These modi�cations allow a true volume visualization of documents
in arbitrary dimensional vector space.
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4 Future Work

The conventional n-gram analysis converts text documents intomulti-dimensional
vectors, and uses the inner product to calculate similarities between a pair of
documents. We mentioned above that a one-dimensional signal with 2j samples
can be represented in a vector space V j . A text �le is indeed a stream of bytes
that can be treated as a one-dimensional signal. Hence, it is possible to apply
the wavelet transform on the text �le. We plan to experiment with the applica-
tion of n-gram analysis to the transformed documents. We also plan to use D4

four-coe�cient Daubechies wavelets [2] in place of Haar.
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